
J Mol Model (2003) 9:207–216
DOI 10.1007/s00894-003-0116-2

O R I G I N A L P A P E R

Alexandr V. Yatsenko

Molecular crystals:
the crystal field effect on molecular electronic structure

Received: 31 October 2002 / Accepted: 10 December 2002 / Published online: 1 July 2003
� Springer-Verlag 2003

Abstract The effect of crystal packing on the electronic
structure of organic molecules was modeled by incorpo-
ration of the external electrostatic potential into the
semiempirical Hamiltonian of the molecule. An empirical
correction procedure was devised in order to compensate
for systematic errors in the charge distribution typical of
semiempirical methods. The model was applied to 79
crystal structures belonging to various syngonies and
space groups. The effect of the crystal field is subject to
wide variations depending on the crystal packing motif.
The difference between the effect of the crystal field on
the molecular electronic structure and the solvent effect
modeled with COSMO is highlighted. The effect of
intermolecular hydrogen bonds on the molecular elec-
tronic structure and electronic spectra was modeled with
this approach, and it does not predominate over the effect
of long-range electrostatic interactions. INDO/S calcula-
tions employing the crystal electrostatic potential give an
insight into the origin of crystallochromy, in particular,
they properly predict color difference for several groups
of polymorphs. Supplementary material is available for
this article if you access the article at http://dx.doi.org/
10.1007/s00894-003-0116-2. A link in the frame on the
left on that page takes you directly to the supplementary
material.
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Introduction

Organic molecular crystals, films and aggregates are
technologically very attractive materials. Their usefulness
relies to a large extent on their light absorption and
emission properties, photoconductivity, non-linear polar-
izability etc., i.e. the properties immediately related to the
electronic structure of these materials. [1] A rigorous
quantum mechanical treatment of a crystal requires
determination of its band structure within periodic
boundary conditions. Such calculations are very time
consuming even for crystals built of medium-sized
molecules, [2, 3] and thus several approximate models
have been introduced in order to reduce the computational
problem. One of the possible ways to do this is to restrict
the quantum mechanical treatment to an individual
molecule and to consider the intermolecular interactions
in terms of the self-consistent reaction field. The molec-
ular properties can be used further as input parameters in
calculations of solid state properties, such as the energy of
molecular packing or the band structure of the crystal at
the level of exciton theory.

Beginning in the 1970s, several methods based on the
incorporation of the external potential produced by the
crystal environment of a molecule into its Hamiltonian
have been introduced.[4, 5, 6, 7, 8, 9] These methods were
then applied to molecular conformations, [10, 11, 12]
crystal packing energies and UV–visible spectral shifts in
crystals. [13, 14, 15]

The simplest methods of this group operate with a
limited set (a few tens to a few hundreds) of point charges
situated around the molecule of interest in order to mimic
the effect of crystal environment. [5, 16] More sophisti-
cated procedures involve the Ewald summation over the
crystal lattice, taking into account atomic monopoles,
dipoles, quadrupoles, etc. [6, 17] The technique for
introducing the external field perturbation into the
Hamiltonian has been devised in detail at various levels
of theory. [6, 18, 19, 20] It is especially simple in the case
of a semiempirical Hamiltonian of the NDO type or
NDDO type: modification of the Hcore matrix is restricted
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to the diagonal elements and the one-atomic off-diago-
nals, whereas the diatomic terms remain unchanged.
Thought not strict, this approach is widely used in the
modeling of solvation effects.

It is obvious that the success of such a procedure
depends on the accuracy of the representation of the
molecular electrostatic potential (MEP), whereas the
semiempirical schemes (especially NDO/S) are inferior
to the correlation-corrected non-empirical methods (MP2
and DFT) in reproducing the electron density distribution
and thus require empirical correction.

The following scheme [21] has been proposed for
solving this problem:

1. The charge distribution in a molecule is modeled with
the accurate semiempirical methods (AM1 and PM3).

2. The molecular charge distribution is corrected em-
ploying an empirical procedure [22] and then used to
calculate the semiempirical crystal electrostatic poten-
tial (SCEP).

3. The potential thus obtained is introduced into the
molecular Hamiltonian, and steps 1–3 are repeated
until self-consistency is achieved.

4. The final potential can be introduced into a Hamilto-
nian of another type (e.g., INDO/S), but before doing
that an additional empirical correction is necessary, in
compensation for the systematic errors typical of this
method.

When applied to three pairs of polymorphs, this
scheme allowed explanation of their differences in color.
Recently the performance of various semiempirical
methods for dipole moments of a number of dye
molecules has been examined. Using these results as a
base, the methods of empirical correction have been
improved, and the upgraded model was used to study the
effect of crystal packing on molecular electronic structure
in 79 crystal structures. The results are presented below.

Computational technique

Software used

The algorithm to be presented was implemented within
the MOPAC7.2 [23] codes. In the previous work [21] it
was shown that the effects of crystal field modeled with
AM1 [24] and PM3 [25] agree well for all studied crystal
structures. Since AM1 is a little bit more accurate than
PM3 in reproducing the dipole moments of dye
molecules, [22] in this study all SCEP calculations were
performed with AM1. The INDO-CISD calculations with
and without SCEP were run using the program provided
by Dick [26, 27] with the Pariser–Parr formula [28] for
the two-center Coulomb integrals and employing 300
energy-selected singles and doubles. The TD-DFT [29]
calculations of excitations of isolated molecules were
carried out with Gaussian 98 [30] using the standard 6-
31G* basis set and the B3LYP [31, 32] hybrid exchange-

correlation functional. This technique was found to be
successful for a wide variety of dye molecules. [33] The
AM1-CIS calculations were performed with HyperChem.
[34]

Hamiltonian modification

In the NDDO approximation employing an sp basis, the
MEP is formed by the contributions from atomic charges,
dipoles and quadrupoles, since the higher multipole
moments vanish by symmetry. [35] If a molecular crystal
is formed only by the van der Waals interactions, the
shortest intermolecular separations C...H and C...C are
2.8–2.9 � and 3.3–3.4 �, respectively. At the distances of
this range, the contributions from atomic quadrupole
moments make up a few percent of the total MEP; thus
only atomic point charges and dipoles were used to
calculate the crystal electrostatic potential.

The introduction of an external potential V(r) into the
molecular Hamiltonian gives rise to the following mod-
ification of the one-center core Hamiltonian elements:

Hmn ¼ H0
mn þ

Z
j�m rð ÞV rð Þjn rð Þdr

Expanding V(r) in a Taylor series up to the linear terms
about the position of atom A the orbitals fm and fn are
centered at, we obtain for diagonals:

Hmm ¼ H0
mm � VA

and for one-center off-diagonals involving a 2s orbital and
a 2px(y,z) orbital:

Hmn ¼ H0
mn � DDA � V 0A

where DDA is the dipole charge separation [35] of an atom
A, and all other terms of the H matrix remain unchanged.

These approximations fail if shorter intermolecular
contacts, for example hydrogen bonds, are present in the
crystal. In this case the intermolecular overlap also cannot
be neglected. However, satisfactory results can be
obtained by replacing the Coulomb potential with the
potential defined by the Dewar–Sabelli–Klopman (DSK)
formula [36, 37]

E A;Bð Þ ¼ qAqBffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

AB þ 1
4

1
gA þ 1

gB

� �2
r ;

where

g ¼ 1:0526� gss AM1ð Þ
In order to test this procedure, five compounds (Fig. 1)

that adopt the pair arrangement in crystals (Figs. 2, 3, 4, 5,
and 6) were used. Calculations at the AM1 level were
carried out for isolated molecules, for molecular pairs
explicitly, and for molecules under the potential (Cou-
lomb and DSK) created by the second molecule of the
pair. The results are shown in Table 1.
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For all five examples, the DSK formula reproduces the
results obtained for molecular pairs better than the
Coulomb potential. For structures 1 and 2, where the
intermolecular hydrogen bonds are absent, the results

obtained with the DSK potential almost coincide with the
results obtained for molecular pairs. If hydrogen bonds
are present, as in structures 3–5, the calculations with
DSK overestimate their effect on the molecular dipole
moment and charge distribution, but underestimate the
change in the HOMO–LUMO energy gap. Thus, the
proposed model could be quite a good approximation in

Fig. 2 Molecular pair in structure 1 (the shortest intermolecular
C...C separation is 3.250 �)

Fig. 3 Molecular pair in structure 2 (the shortest intermolecular
C...C separation is 3.438 �)

Fig. 4 Hydrogen-bonded molecular pair in structure 3 (the O...H
distance is 2.06 �; the shortest C...C separation is 3.464 �)

Fig. 5 Hydrogen-bonded molecular pair in structure 4 (the N...H
distance is 2.06 �)

Fig. 6 Hydrogen-bonded molecular pair in structure 5 (the O...H
distance is 1.79 �)

Fig. 1 Compounds used as test examples for the choice of potential
(Table 1)
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the case of weak and medium-strong hydrogen bonds
(H...O�1.80 �, H...N�1.90 �), but becomes inadequate
for very short (and strong) hydrogen bonds.

Empirical correction: overall scaling

The AM1-derived dipole moments of dye molecules are
smaller by 8 to 10% than the corresponding non-empirical
(DFT/TZP and MP2/6-31G**) values. [22] Thus the
overall scaling factor equal to 1.1 was applied to all point
charges and dipoles when calculating the potential. On
average, the INDO-CISD dipole moments are close to the
non-empirical values; thus no overall correction was
applied to the potential in the INDO-CISD calculations.

Empirical correction: C–H bond dipole moment

Since hydrogen atoms have only an s orbital within
semiempirical methods, they are represented by atom-
centered point charges. The AM1 Coulson charges on the
hydrogen atoms in aromatic and aliphatic hydrocarbons
are systematically too small, as compared to the charges
extracted from the fitting of MEP. [38, 39, 40] The use of
the AM1 Coulson charges placed at the hydrogen atom
positions was found to provide reasonably accurate MEPs
for molecules such as formamide, glycine zwitterion,
uracil, etc. [41] However, these molecules are very polar;

thus small contributions from the C–H bond dipoles are
negligible. Dealing with aromatic hydrocarbons, a con-
siderable improvement in the predicted crystal structures
was obtained by placing atomic charges (qH=�qC=0.15e)
in addition to the 6-exp atom–atom potential. [42]

There are many reasons to believe that weak hydrogen
bonds involving the C–H groups play an important role
for crystal formation and growth. [43] Therefore each
hydrogen atom was assigned a point dipole oriented along
the C–H bond direction. By fitting the MEP obtained
from the AM1-calculated atomic charges, dipoles and
quadrupoles to the MEP calculated at the MP2/6-
311+G** level for six simple hydrocarbons (methane,
ethylene, benzene, etc.), the value of the C–H correction
dipole was estimated at 0.22 D.

Empirical correction: nitro and cyano groups

Semiempirical methods are known to systematically
overestimate dipole moments of nitro compounds and
underestimate dipole moments of nitriles. By fitting the
AM1 dipole moments of 19 nitro compounds and 9
nitriles to the non-empirical values, the permanent
correction factors of �1.16 and +1.15 D were determined
for the NO2 and CN groups, respectively. The following
schemes of placing the compensation dipoles and charges
were found to provide the best agreement between the
semiempirical and ab initio (MP2/6-31G**) MEPs: for
nitro compounds, the positive compensation charges on
the oxygen atoms and the negative charge on the carbon
atom the nitro group is attached to, and for nitriles, two
equal compensation point dipoles on the carbon atom of
the cyano group and the carbon atom this group is
attached to. At the INDO-CISD level, the correction
factors of �0.77 and +0.55 D were applied for the NO2
and CN groups, respectively.

Results and discussion

The SCEP calculations were performed for 79 crystal
structures; six of them contained two crystallographically
independent, i.e. not related by symmetry, molecules. The
atomic coordinates were taken from the original papers,
except for those of the hydrogens, which were placed by
assuming standard bond lengths and angles. Molecular
diagrams of the compounds discussed below are shown in
Fig. 7.

Ground-state molecular dipole moments

In most cases molecular dipole moments (m) increase
under the effect of SCEP, on the average by 37% for 79
species. The largest increase was observed for 1 (102%),
6A (83%), and the orange polymorph of 7 (83%). The
crystal field also changes the direction of molecular
dipole moment. As shown in Fig. 8, the angle a subtended

Table 1 Molecular dipole moments (m), HOMO–LUMO gaps
(DE), and average changes in atomic charges with respect to
molecular dimers (Dqrms) in 1–5 (Fig. 1)

Compound m (D) DE (eV) Dqrms (e)a

1 [69] isolated 19.26 5.087 0.0367
Coulomb potential 30.37 5.364 0.0047
DSK potential 29.47 5.321 0.0017
Dimer 29.49 5.321b

2 [70] isolated 1.887 6.590 0.0030
Coulomb potential 1.808 6.557 0.0016
DSK potential 1.795 6.562 0.0010
Dimer 1.791 6.575b

3 [71] isolated 4.983 6.422 0.0158
Coulomb potential 7.309 6.605 0.0059
DSK potential 7.004 6.588 0.0016
Dimer 6.840 6.588b

4 [72] isolated 2.875 8.954 0.0134
Coulomb potential 3.505 8.828 0.0085
DSK potential 3.385 8.854 0.0019
Dimer 3.314 8.842b

5 [73] isolated 4.941 7.939 0.0169
Coulomb potential 5.871 8.081 0.0101
DSK potential 5.622 8.052 0.0034
Dimer 5.473 8.057b

aDqrms¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

ðqi � qdimer
i Þ2

vuut
b The distance between the centers of doublets, HOMO and LUMO
are split within molecular pairs
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by vectors �mmisolated and D�mm=�mmSCEP��mmisolated may be rather
large, although its value tends to decrease with the
increase in m. This suggests that the mutual molecular
arrangement in crystals is often not controlled by dipole–
dipole interactions.

It is interesting to compare the effect of SCEP with the
solvation effect modeled via the continuum approach,
e.g., using the widespread COSMO method. [44] Within
COSMO, the original set of atomic radii was retained
(with the exception of nitrogen, for which the value of
1.80 � [45] was used), and the value of an integer
keyword called NSPA was set to 60. The values of
dielectric permeability eeq were estimated in the course of

COSMO calculations, providing the molecular dipole
moments equal in magnitude to those obtained with
SCEP. If the structure contains two or more independent
molecules, each of them should be characterized by its
own eeq value, since they have different crystal environ-
ments. For example, in structure 6 eeq for molecules A and
B are >1 and 1.3, respectively.

All species studied were separated into groups corre-
sponding to apolar (1�eeq<4), moderately polar
(4�eeq<10) and strongly polar (10�eeq<1) solvents.
For some molecules, the effect of SCEP cannot be
modeled at any physically admissible value of eeq. The

Fig. 7 Molecular diagrams of
the discussed compounds

211



classification of crystal structures by eeq is given in
Table 2.

Among 15 species of the “superpolar” group (eeq>1),
seven are included in ionic structures, and only one ionic
structure does not belong to this group (8, eeq=13.7).
However, neither high molecular dipole moment, nor
intermolecular hydrogen bonds guarantee a high eeq value.
The correlation between eeq and misolated is essentially
absent (r=0.15), and the crystal structures with intermo-
lecular hydrogen bonds are approximately uniformly
distributed throughout all groups. Since polarity of the
molecular crystal packing is not easily related to the
packing motif, eeq may be used as an independent
descriptor in the classification of crystal structures.

Energy gaps HOMO–LUMO

Many important photophysical and photochemical phe-
nomena in molecular materials arise from electronic
transitions between frontier orbitals; thus the HOMO–
LUMO energy gap (DE) was used as another parameter
which characterizes the whole molecule. The effect of
SCEP on DE greatly differs from the solvent effect, and
for many species these effects are opposite to each other.

These results give an insight into the reasons for spectral
distinctions between crystals of organic dyes and dye
solutions. As shown in Table 2, for 55% of the species,
the values of eeq lie outside the physically allowable
range. For some molecules, the eeq values determined
from dipole moments and DE agree well; however, in
general the correlation between these parameters is very
poor (r=0.27 for 26 molecules with 1<eeq<1).

SCEP for molecular excitations

Many organic colorants show crystallochromy, i.e. the
dependence of color on crystal packing. [46] This
dependence has various reasons. Firstly, the molecules
in the crystals may exist as different tautomers or may
adopt different conformations. In this case, the difference
in color can be explained by calculating the electronic
spectra of these tautomers or conformers. Secondly, the
absorption bands may be shifted and split due to the
collective interactions within the crystals upon excitation.
These effects can be considered at the level of the
exciton–polariton approach. [47] Thirdly, the bands
corresponding to intermolecular charge-transfer interac-
tions can appear not only in the crystals with interlaced
donor and acceptor molecules, but also in homomolecular
crystals. [48] If intermolecular p interactions are strong,
the excitonic and charge-transfer states mix and should be
considered together within the general theory. [49]
Finally, shifts of the absorption bands may arise from
the perturbation of MOs under the effect of crystal
environment, which is closely related in its nature to
solvatochromism. Solvatochromic shifts are determined
by three principal terms: orientational (permanent),
inductive, and dispersion. [20, 50, 51] The Hamiltonian
modification by SCEP simulates the orientational term,
but the model presented in its current state does not
account for the local inductive polarization of the crystal
environment upon excitation of a molecule and the
dispersion interaction, thus being a rather crude approx-
imation. However, there are grounds to believe that, due
to the long-range interactions in crystal lattices, the
orientational term is the most packing-dependent one,
whereas the two others do not change so drastically upon
transfer from one type of molecular surrounding to
another.

The mean unsigned Dn=nSCEP�nisolated for 86 species is
1,560 cm�1. The largest bathochromic shifts were calcu-
lated for some molecular complexes of 9 (from �5,200 to
�4,900 cm�1) and for 6A (�3,670 cm�1), the largest
hypsochromic shifts were found for 1 (4,906 cm�1) and
for the orthorhombic polymorph of 10 (4,632 cm�1).

The electrostatic fields in a crystal can also signifi-
cantly modify the transition moment directions of some
chromophores. [52] For example, under the effect of a
crystal field the transition moments for the first and
second pp* excitations of 9-ethylguanine undergo rota-
tions of 22–31� and 17–21�, respectively. [9] Among the
structures considered in this work, the 18� change of the

Table 2 Classification of molecules in their crystal environment by
eeq calculated from molecular dipole moments (m) and LUMO–
HOMO energy gaps (DE)

eeq from m eeq from DE

eeq<1 1 19
1�eeq<4 18 15
4�eeq<10 24 12

10�eeq<1 15 8
eeq>1 15 26

Total number 73a 80

a Seven molecules are centrosymmetric

Fig. 8 Angles a subtended by vectors m̄isolated and Dm̄ ¼
m̄SCEP�m̄isolated plotted against dipole moments of isolated molecules
(misolated)
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transition moment direction found for the orthorhombic
polymorph of 10 is the largest; in most cases this value
lies in the range from 2 to 8�. Only when the molecule has
several closely spaced excited states dominated by the
same set of electronic transitions, can large variations in
the transition moments take place under the effect of
SCEP, apparently as a result of their mixing. If the first
excited state is well separated from the highest ones, as
for the majority of dye molecules, SCEP does not cause
any significant change in the transition moment.

It is noteworthy that semiempirical CI calculations
often split the unique excited state of a molecule into a
multiplet; thus the INDO/S results are to be monitored
using experimental data or higher-level calculations (e.g.,
TD-DFT).

Crystallochromy: differently colored polymorphs

The first examples of differently colored crystalline forms
of organic compounds were reported 95 years ago. [53]
The current version of the Cambridge Structural Database
[54] contains more than 50 families of differently colored
polymorphs and pseudopolymorphs. Of practical signif-
icance are some pigment polymorphs that differ widely in
their coloristic properties, e.g., perylene pigments whose
solid state colors range from orange to black, while the
color in solution always stays orange. [55]

The clear examples of conformational polymorphism
and excitonic interactions were eliminated from consid-
eration. Since INDO/S is not perfect in reproducing the
spectra of sulfur-containing systems, all compounds of
this type were also omitted. For six of 16 groups of
polymorphs and pseudopolymorphs listed in Table 3 (12,
14, 15, 16, 18, 20), the calculations employing SCEP
provide a complete explanation of their difference in
color with good agreement between experimental and
calculated spectral shifts. For example, the long-wave
edge of the absorption band in the red polymorph of 12 is
shifted 2,200 cm�1 bathochromically with respect to the
orange-yellow form, whereas the calculated shift is equal
to 2,100 cm�1. For 14, experimental and calculated shifts
are 1,340 cm�1 [56] and 1,900 cm�1, respectively, and for
20 �1,460 and 1,550 cm�1, respectively. Only the
fluorescence emission spectra are available for 18 and
19, and the difference between positions of the emission
maxima is 1,500 and 1,230 cm�1, respectively, versus
2,300 and 540 cm�1, respectively, calculated with SCEP.
In four cases (13, 17, 19, 25) the effect of SCEP is not
large enough, but after taking into account the differences
in molecular geometry also insignificant by themselves,
the calculated spectral shifts become large enough to
explain the difference in color between polymorphs. For
six remaining groups, SCEP does not provide the desired
results, since the spectral shifts calculated for different
polymorphs are almost equal. Nevertheless, in no case are
the computational results in conflict with the experimen-
tal data.

It is noteworthy that the spectral effects of SCEP for
polymorphs 14 and 17 are rather large, though the
molecular dipole moments are small.

Let us consider in detail the polymorphs 7 and 11,
which were studied earlier at various theoretical levels
using the crystal field approach.

Three polymorphs are known for 11: yellow, light
yellow, and colorless. In the yellow crystal form, the
molecules are almost planar, whereas in the light yellow
and colorless polymorphs the OH and COOCH3 groups
are twisted out of the plane of the ring by about 40� and
70�, respectively. The 5,000 cm�1 difference in excitation

Table 3 Differently colored polymorphs—INDO-CISD excitation
energies (cm�1), molecular diagrams are presented in Fig. 7

Compound Polymorph nisolated nSCEP Dn

7 [13] Orange 31,098 30,985 �113
Yellow—mol. A 31,323 31,617 294
Yellow—mol. B 31,322 31,007 �315

11 [74] Yellow 25,076 25,186 110
Light yellow 26,350 26,031 �319

12 [75] Red 30,695 28,843 �1,852
Orange-yellow 31,812 30,967 �845

13 [76] Orange 24,951 24,205 �746
Yellow 25,231 25,003 �228

14 [77] Red 32,013 31,220 �793
Yellow 32,734 33,118 +384

15 [78] Orange 34,821 31,872 �2,949
Yellow 34,935 32,573 �2,362

16 [79] Red 32,492 31,791 �701
Yellow 32,274 32,553 +179

17 [80], R2=Cl Dark reda 27,768 28,040 +272

R1=R2=H Red 28,719 29,026 +307

R1=R2=CH3 Red 29,821 29,394 �427

R2=Cl Red 30,713 29,624 �1,089

R1=Cl Light red 29,189 29,995 +806

18 [81] Red 29,339 26,273 �3,066
Yellow—mol. A 29,720 28,599 �1,121
Yellow—mol. B 31,575 30,432 �1,143

19 [82] Orange 29,423 28,456 �967
Yellow—mol. A 28,430 28,998 +568
Yellow—mol. B 30,885 30,015 �870

20 [83] Orange 28,137 26,792 �1,345
Yellow 27,706 28,346 +640

21 Orange [84] 29,565 27,826 �1,739
Yellow [85] 29,385 27,505 �1,880

22 Purple [86] 19,865 19,135 �730
Golden [87] 19,553 19,293 �260

23 [88] Brown 32,497 32,442 �55
Yellow 32,461 32,233 �228

24 [89] Red—mol. A 28,314 27,765 �549
Red—mol. B 29,541 29,036 �505

t-BuOH solvate Orange 29,573 28,987 �586

C6H6 solvate Intense yellow 29,446 28,823 �623
Yellow [90] 30,923 30,245 �678

25 [91] Red-orange 25,336 25,526 +190

DMF solvate Red 25,242 25,022 �220

aAll derivatives of 17 in acetone solution have lmax at 418–420 nm
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energy for colorless and yellow crystal forms was
obtained at the HF/6-31+G* level [12] in very good
agreement with the experimental [57] data. The data of
Table 3 on the yellow and light yellow forms favor the
viewpoint that their difference in color arises from
conformational distinctions only, without any significant
contribution from the crystal field.

The absorption band in the spectra of the orange
polymorph of 7 is shifted bathochromically by 650 cm�1

with respect to the light yellow polymorph. [13] The
effect of the crystal environment on excitation energy was
modeled at the AM1 level using the single-transition
approximation (STA), and the excitation energy of the
orange form decreased by 1,000 cm�1 on inclusion of the
crystal field in comparison with the light yellow form.
[13] This level of consideration seems not to be correct
for the two following reasons.

Firstly, STA presumes that excitation is dominated by
the electron transition from the HOMO to the LUMO.
This is not the case for molecule 7. The two highest
occupied and two lowest empty orbitals of this molecule
result from the interaction of HOMOs and LUMOs of
bicycles, and the mixing ratio is very sensitive to the
molecular geometry and to external effects. The crystal
field causes a radical change in the MO structure, hence
for obtaining stable results all four frontier orbitals should
be included in the CI procedure. The data in Table 4
demonstrate how strongly the results of calculations
depend on the size of the configuration space.

Secondly, despite the fact that only one absorption
band is present in the visible spectra of solutions and
crystals of 7, both semiempirical (AM1-CIS and INDO-
CISD) and TD-DFT calculations predict two closely-
spaced pp* transition in the visible area, although their
relative intensities differ. Consequently, this splitting is an

artifact, and the weighted average wavenumber for two
lowest excitations (with squared transition moments as
weighting factors) should be used for the analysis of
crystallochromy. If only the first excitation is considered,
the INDO-CISD results are close to the AM1 results with
four-orbital configuration space. However, if average
wavenumbers are compared (see Table 3), it becomes
apparent that the difference in color cannot be ascribed to
the effect of the crystal field.

It is likely that the colors of polymorphs of 7 are
related to different packing arrangements. In crystals of
the orange polymorph, the molecules form centrosym-
metric dimers with overlapping bicycles and an interpla-
nar separation of 3.42 �; such a packing motif can favor
the mixing of the intra- and intermolecular charge-
transfer excitations. Similar packing features are absent
from the crystals of the light yellow form.

Crystallochromy: hydrogen-bonded pigments

Industrial pigments 26, 27, and 28 show drastic difference
in color between their crystals and solutions. In the

Table 4 Excitation energies
(cm�1) calculated with TD-DFT
and various semiempirical
methods for orange and light-
yellow polymorphs of 7 (the
latter contains two independent
molecules, A and B, in a unit
cell)

Method Polymorph nisolated
a nSCEP

a Dn

AM1, CI=(2,1) Orange 33,035 39,579 6,544
Yellow-A 33,636 43,678 10,042
Yellow-B 34,378 35,368 990

AM1, CI=(4,2) Orange 32,146 31,318 �828
Yellow-A 32,458 33,329 871
Yellow-B 32,961 32,912 �49

TD-DFT Orange 26,797 [0.416]
29,100 [0.004]

Yellow-B 27,066 [0.409]
29,433 [0.003]

AM1-CIS Orange 27,668 [0.077]
29,832 [0.111]

Yellow-A 27,970 [0.082]
30,131 [0.106]

Yellow-B 28,253 [0.076]
30,084 [0.101]

INDO-CISD Orange 31,040 [0.654] 29,992 [0.403] �1,048
31,887 [0.050] 32,799 [0.241] 912

Yellow-A 31,281 [0.601] 31,241 [0.435] �40
31,958 [0.041] 32,566 [0.180] 608

Yellow-B 31,276 [0.590] 30,943 [0.639] �333
31,783 [0.060] 31,707 [0.060] �76

a Oscillator strengths are given in square brackets

Table 5 Hydrogen-bonded pigments 26, 27, and 28 (Fig. 7):
calculated and experimental spectral shifts (cm�1) and O...H
distances

Pigment Calculated Observed O...H (�)

nisolated�nSCEP nsolution�nsolid

26 1,475 1,500 [92] 1.81 [93]
27 1,120 1,310 [59] 2.11 [94]
28 70 �1,700, +1,520a [61]1.83 [95]

aAbsorption band split into doublet
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crystals, each molecule forms four medium-strong hy-
drogen bonds N–H...O to its closest neighbors; thus the
observed crystallochromy is often ascribed to the effect of
hydrogen bonds. [58, 59, 60] The results of INDO-CISD
calculations for these compounds are given in Table 5.
The effect of SCEP allows a rationalization of the
crystallochromy for 26 and 27, but not for 28; since
electronic excitation of this molecule is not accompanied
by charge transfer from the NH to the carbonyl group,
thus hydrogen bonds do not assist the excitation. The
most likely reason for crystallochromy of 28 and its
derivatives are excitonic effects, as proposed by Mizu-
guchi. [61]

On intermolecular resonance-assisted hydrogen bonding

If the p-system delocalization gives rise to charge transfer
from the hydrogen-bond donor atom to the acceptor atom,
thus triggering a synergistic mechanism between hydro-
gen-bond strengthening and resonance reinforcement;
such a system is referred to as resonance-assisted
hydrogen bonding. [62, 63] Among the structures con-
sidered in this study, 18 belong to this class. They
demonstrate diverse H-bonding patterns: centrosymmetric
dimers and infinite 1D, 2D and 3D aggregates.

In order to separate the effect of hydrogen bonding from
the total effect of SCEP, SCF calculations with the potential
produced by only hydrogen-bonded molecules were carried
out. Under the effect of this potential, the molecular dipole
moments changed by D1=m̄H-bonded�m̄isolated, and further by
D2=m̄SCEP�m̄H-bonded after the rest of the crystal structure was
taken into consideration. For 18 species, D1 ranged from
0.63 to 3.33 D and the ratio D1/D2 was 1.1 on average. For
two species only, SCEP was dominated by contributions
from the H-bonded molecules (D1>5D2), and in seven cases
D2 was larger than D1. In other words, inclusion of the long-
range electrostatic interactions is required when modeling
the H-bonded crystals.

As an example let us compare the structures of p-
nitroaniline (9 [64]), its simple derivative (29 [65]), and
their molecular complexes. Molecular dipole moments of
isolated 9 and 29 range in these structures from 7.6 to
8.1 D (small variations in m arise from subtle distinctions
in bond dimensions). In crystals, the dipole moment of 9
increases by almost 3 D under the effect of four H-bonded
neighbors, and slightly decreases after all other molecules
are taken into account; thus the total effect of SCEP is
2.7 D. The largest Dm of 3.3 D is calculated for the
structure of the molecular complex of 9 with 18-crown-6,
[66] although the hydrogen bonds in this compound are
not resonance assisted. As in pure 9, in crystals of 29 each
molecule has four hydrogen-bonded neighbors, and under
their influence the molecular dipole moment increases by
3 D. However, the effect of the rest of the crystal structure
exceeds the effect of hydrogen bonding and is directed
oppositely to it; thus the total effect of SCEP decreases
the molecular dipole moment by 1.15 D.

Conclusions

Exploring molecular crystal structures, crystallographers
traditionally employ a geometric approach, which is
based on recognition of the short-contact patterns, i.e.
ribbons, stacks, layers, rings, 3D networks etc. For
example, a special nomenclature has been proposed for
the graph set analysis of hydrogen bonds. [67, 68]
However, such an analysis does not provide any infor-
mation about the strength of intermolecular interactions
and their effect on electronic and spatial molecular
structure within a crystal.

The calculations employing SCEP allow rationaliza-
tion of differences between the molecules in a crystal and
these molecules in solution or the gas phase. The effect of
crystal packing is often quite different from the solvent
effect modeled at the level of the dielectric continuum
approach. The most probable reason for this difference is
that the continuum approach assumes that at any point on
the dielectric surface the induced charge is an exact
function of the molecular electrostatic potential, whereas
the SCEP approach is based on real crystal packing; thus
it does not ensure that any charge is surrounded by
corresponding opposite charges. The effect of SCEP is
subject to wide variations depending on the packing
motif, thus illuminating the distinctions between poly-
morphs. Due to this effect, crystallographically indepen-
dent molecules differ in their electronic structure.
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